
AgriAdapt: Towards Resource-Efficient UAVWeed
Detection using Adaptable Deep Learning

Octavian M. Machidon
Faculty of Computer and
Information Science,

University of Ljubljana
Slovenia

octavian.machidon@fri.uni-lj.si

Andraž Krašovec
Faculty of Computer and
Information Science,

University of Ljubljana
Slovenia

ak6688@student.uni-lj.si

Alina L. Machidon
Faculty of Computer and
Information Science,

University of Ljubljana
Slovenia

alina.machidon@fri.uni-lj.si

Veljko Pejović
Faculty of Computer and
Information Science,

University of Ljubljana
Slovenia

veljko.pejovic@fri.uni-lj.si

Daniele Latini
GEO-K s.r.l., Rome

Italy
daniele.latini@geo-k.co

Sarathchandrakumar T.
Sasidharan

"Tor Vergata" University of Rome,
DICII, Rome

Italy
chandubajaj095@gmail.com

Fabio Del Frate
"Tor Vergata" University of Rome,

DICII, Rome
Italy

fabio.del.frate@uniroma2.it

ABSTRACT
The 2022-2023 food crises and the ongoing human population
growth make the efficient use of the available agricultural
land a pressing matter. However, weeds present a major ob-
stacle towards efficient land use, and cause up to 40% yield
loss in all major crops, leading to more than $100 billion USD
annual global economic loss. Camera equipped unmanned
aerial vehicles (UAVs) represent an attractive tool for au-
tomatic weed detection. Yet, high computation and energy
requirements of deep learning models restrict automatic real-
time inference to expensive high-end UAVs, preventing wider
adoption of this promising solution for weed detection.
In this work we present AgriAdapt, a solution for light-

weight on-UAVweed detection that is based on novel slimmable
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U-Net neural architecture for weed detection. A defining
property of AgriAdapt is its adaptability to operating condi-
tions – the resource usage can be scaled dynamically accord-
ing to the needs for battery preservation, input difficulty,
or other factors. In this paper we present preliminary ex-
periments on a newly-collected weeds dataset and detailed
assessment of resource savings enabled by AgriAdapt.

CCS CONCEPTS
• Human-centered computing→ Ubiquitous and mo-
bile computing systems and tools; • Computer systems
organization→ Embedded and cyber-physical systems;
• Computing methodologies→ Neural networks.
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1 INTRODUCTION
Year 2022 brought the highest worldwide increase in food
prices observed in the last decades1, with the poorest coun-
tries being hit the worst. Primarily caused by global issues,
such as the COVID-19 pandemics, wars and the related dis-
ruption to supply chains, climate change, and other factors,
the ongoing food crisis emphasised the need for regional
self-sustainability and efficient local agriculture.
Weeds are amongst the most impacting abiotic factors

causing up to 40% yield loss in all major crops, leading to
more than $100 billion USD annual global economic loss [15].
Timely detection of weeds is thus of key importance. Camera-
equipped unmanned aerial vehicles (UAVs) represent a promis-
ing technology upon which an economically viable, robust,
and scalable solution for automatic weed detection could
be built. These devices can provide close-up images of the
fields, and deep neural networks (DNNs) have already been
constructed to reliably detect weeds in such images [2, 9].
However, the full potential of computer vision for weed

detection can be realized only if the processing happens
directly on UAVs. This would enable UAVs to provide infor-
mation for real-time location-specific actioning. For instance,
a UAV could detect weeds, which an on-the-ground robot
could immediately exterminate. The biggest obstacles to-
wards the realization of the above are the limited processing
capabilities and battery charge of UAVs. DNN models re-
quire substantial resources that prevent the use of on-device
models on anything but the most powerful (and expensive)
UAV models, which clashes with the critical need for effi-
cient precision agriculture on small farms in the world’s less
developed regions.

To enable wider proliferation of UAV-basedweed detection
we have to surmount the following challenges. First, the stan-
dard weed recognition DNNs are often prohibitively large for
on-UAV operation. Second, while one-off compression mod-
els may allow these models to run on resource-constrained
devices, one-fits-all solution may lead to unneeded quality
loss across heterogeneous device landscape. Finally, the exact
energy savings from such devices are not known and a full
system integration is yet to be demonstrated and assessed.
In AgriAdapt (Figure 1) we make the following contribu-

tions while addressing the above challenges:

• We introduce two novel resource-optimized neural
network architecture that excels in weed recognition,
yet remains lightweight in terms of the number of
model parameters;

• We enable adaptive compressibility of the above mod-
els by casting them to the slimmable neural network
framework;

1https://www.fao.org/worldfoodsituation/foodpricesindex/en/

• On an originally collected weeds dataset we profile
computation and energy savings enabled byAgriAdapt;

• We implement a UAV prototype that hosts a slimmable
weed detection framework and is able to adapt it in
real time.

Figure 1: Illustration of the AgriAdapt concept:
through real-time compression (slimming) of the neu-
ral network (middle) we can adapt the resources used
according to the difficulty of each inference input (top)
thus enabling energy savings (bottom).

This work presents our preliminary experiences devel-
oping and evaluating AgriAdapt. We observe a significant
potential for resource usage reduction with AgriAdapt and
we believe that the resource savings will translate to a wider
availability of on-device weed detection across a range of
UAVs.

2 RELATED WORK
2.1 Deep learning for weed detection.
In recent years, a number of studies have examined the pos-
sibility of weed detection from remote sensing images using
deep learning (DL) [1, 6, 24]. Due to their strong, automatic
feature learning capabilities, DL-based approaches outper-
form traditional machine learning algorithms in all auto-
mated agriculture tasks [21]. Nevertheless, one of the most
important research gaps in the field of DL for weed detection,
and the one that prevents the practical use and integration
of DL with a real-time automated system, is the assessment
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of the temporal perofrmance of on-board DL, which is ad-
dressed in only a few studies.
Chechliński et al. [4] implement a custom convolutional

neural network architecture combining elements from four
different models (U-Net, MobileNets, DenseNet and ResNet),
for performing image segmentation into 3 classes: crops,
weed or soil. The evaluation of this model showed a precision
score between 47–67% and an inference time of 50-100 ms per
frame on a Rasberry Pi 3B+ platform, for slightly different
configurations of the same architecture.
Partel et al. [18] evaluate the performance of three dif-

ferent model architectures: Faster R-CNN with Resnet 50,
Faster R-CNN with Resnet101, and YOLOv3 with Darknet53
for real-timeweed detection on an intelligent precision spray-
ing system. The test results showed that all three models
performed well from the point of view of performance (pre-
cision and recall values). The best performing network was
Faster R-CNN with Resnet 50, while YOLOv3 achieved the
lowest values of all three, but still had an acceptable precision
of 95%. However, the processing time evaluation showed sig-
nificant differences between the three models, with YOLOv3
being more than three times faster than the other two, en-
abling the processing at almost 15 frames per second. Yet,
this work utilized a powerful NVIDIA GTX 1070 Ti graphical
processing unit (GPU) with 2432 CUDA cores and a clock
frequency of 1607 MHz, which is impractical for real-world
UAV-based processing.
Junior and Ulson [14] assessed four YoloV5 architectures

on a custom dataset with different weed species. The mean
average precision achieved was between 0.25 and 0.3 with-
out transfer learning, and between 0.5 and 0.7 with transfer
learning. The inference time for processing images of 480 ×
640 pixels ranged between 0.016 and 0.125 s while the num-
ber of frames per second processed varied between 62 and 8.
The running times were measured on a Samsung Odyssey
laptop with GTX1050 GPU.

Liu and Bruch [16] tested the YOLOv2model with different
feature extraction layers (ResNet-50, ResNet-101, MobileNet,
InceptionResnet V2, SqueezeNet, VGG16, VGG19) for identi-
fying lettuces. The mean average precision achieved by the
various configurations of the YOLOv2 model varied between
0.5 (for the InceptionResnetV2) and 0.9 (for the VGG19). The
authors report that the NVIDIA Jetson TX2 computer on
which the models are deployed can process an image in
around 30 ms, however no actual measurements for the ac-
tual inference times of the models are provided.

2.2 Deep learning compression techniques.
Various model compression techniques may be harnessed
to reduce the complexity of DNNs, and thus, improve the
inference time. These techniques deal with reducing the

size and/or the computational burden of deep learning mod-
els for deployment in resource constrained environments,
without significantly sacrificing accuracy. Some of the early
neural network compression methods such as knowledge
distillation [11], weight pruning [10], sharing [10] or quanti-
zation [8], allowed achieving only one compressed version of
the bigger DNN with often permanently reduced inference
accuracy. However, dynamic real-world scenarios may ben-
efit from alternating between a more compressed network
(e.g. when the battery level is low) and a more powerful one
(e.g. when the input data is particularly difficult to classify).
Hence, the need arises for adaptable compression techniques
where several levels of compression can be supported within
a single solution, so that a suitable performance-complexity
trade-off can be struck at the runtime. Such dynamic com-
pression techniques include dynamic network parameter
pruning [7], dynamic parameter quantization [25], and early
exiting [22], to name a few.

3 SLIMMABLE NEURAL NETWORKS FOR
WEED DETECTION

3.1 Slimmable Neural Networks
preliminaries

Slimmable Neural Networks (SNN) [27] exploit the obser-
vation that an increase or decrease in the number of DNN
parameters disproportionally impacts the classification accu-
racy and that a graceful degradation of inference accuracy
can be achieved with a significant reduction in the number
of parameters. The SNN approach enables a reduction in
the number of active network parameters on the fly to a
fraction of the network’s width selected from a pre-defined
subset (as illustrated in Figure 2). To avoid the need to re-
train the model after each configuration change, SNNs rely
on switchable batch normalization (S-BN) layers. During the
training, S-BN privatizes all batch normalization layers for
each network width, meaning that all (sub-)networks are
jointly trained at all the different widths, ensuring that ac-
ceptable inference accuracy can be achieved as the network
complexity reduction increases.

Figure 2: Illustration of the Slimmable Neural Net-
work [27] compression technique. The network can dy-
namically change the percentage of parmeters (widths)
at runtime, often, but not always, trading inference
accuracy for inference speed.
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3.2 Towards dynamic neural network
architecture for weed recognition

U-Net [20] is a popular network architecture often used in
computer vision for segmentation tasks. U-Net is built on a
fully convolutional foundation. The nearly symmetric struc-
ture of the network is divided into two main parts: the con-
tracting path, which consists of repeated convolutions, each
followed by a rectified linear unit and a max pooling, and the
expansive path, which consists of a sequence of transposed
2D convolutional layers, each followed by a convolution and
a concatenationwith the corresponding featuremap from the
contracting path, plus two final convolutions, each followed
by a rectified linear unit. Due to its well documented perfor-
mance in different tasks, including weed recognition [9], we
base our futher NN architecture development on U-Net.

Nevertheless, our goal is to bring UAV-based weed recog-
nition to a wide range of settings, predominantly small farms,
where scarce resources call for low-cost technological solu-
tions. U-Net may incur significant computational overhead
and prevent low-cost UAVs from running real-time infer-
ence onboard. Thus, we also investigate Squeeze U-Net [3].
This lightweight image segmentation network is built on
the U-Net foundation and inspired by Squeeze Net [12]. By
replacing the full convolutions in both the contracting and
the expansive path of U-Net with fire modules (each con-
sisting of point-wise convolutions followed by an inception
layer comprising two parallel convolutions with different
kernel sizes), Squeeze U-Net achieves a 12-fold reduction in
model size and a a 3.2-fold reduction in multiply-accumulate
operations (MACs) compared to U-Net.

Starting from the state-of-the-art image segmentation ar-
chitecture – U-Net – and the state-of-the-art dynamic NN
compression concept – Slimmable Neural Networks – we
now construct Slimmable U-Nets. We build and train a
U-Net and a Squeeze U-Net model harnessing an existing
PyTorch implementation of slimmable layers provided by
the authors of the original SNN paper [27]. Converting a
standard U-Net into a slimmable one requires replacing
the convolutional and batch normalisation layers with their
slimmable counterparts. We build our slimmable U-Net ac-
cordingly. The contracting part of our network consists of
two repetitions of slimmable convolution and batch normal-
isation layers, followed by a maxpooling layer, and ending
with two additional repetitions of slimmable convolution
and batch normalisation layers. On the expanding part of the
model, the network consists of an upsampling layer followed
by slimmable convolution and batch normalisation layer. The
output is then concatenated with the output of the first pair
of convolutions in the contraction part. Finally, we apply two
more slimmable convolution and batch normalisation layers
and finalise with a single slimmable convolution layer that

yields us a segmentation mask. This network architecture is
depicted in Figure 3.

Figure 3: The Slimmable U-Net architecture, consisting
of a single contraction/expansion module. The boxes
represent data dimensionality as it passes through the
network. Height of the box represents the image reso-
lution, while the width represents the number of chan-
nels. Number of channels of the 100% network width is
also denoted on top of the boxes. Arrows between the
boxes represent the operations performed, legend for
which is displayed in the bottom right corner of the
figure. Green boxes represent the skip connection and
concatenation with the output of the upsample layer.

643 64 64

128

128 3

Slimmable convolution 3x3, 
Switchable batch norm, 
ReLU

Maxpooling 2x2

Upsample 2x2

Connection skip

In addition, we produce the Slimmable Squeeze U-Net
by replacing the convolution, batch normalisation, and the
transposed convolution layers with their slimmable counter-
parts. Unlike the convolution and batch normalisation layers,
we implement the transposed convolution layer by applying
the conv_transpose2d function to the varying number of fil-
ters based on the current network width. In the contracting
part of the network we employ two repetitions of two fire
modules, followed by a maxpooling layer and finishing off
with four additional fire modules. The expanding part con-
sists of four repetitions of transposed convolution, followed
by concatenation with the appropriate output from the con-
tracting part, as per U-Net paradigm, and a fire module. The
output is then upsampled, concatenated, convoluted, upsam-
pled, and convoluted to finally obtain the segmentation mask.
The entire network architecture is illustrated in Figure 4.

We now train on a weed detection dataset (described in
subsection 5.1) both the Slimmable U-Net and the Slimmable
Squeeze U-Net architectures we developed on four widths:
100%, 75%, 50% and 25%. Our images are annotated for both,
weeds, and lettuce, therefore, our resulting segmentation
mask consists of three separate classes – weeds, lettuce, and
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Figure 4: The Slimmable Squeeze U-Net architecture,
consisting of three contraction/expansion modules.
The boxes, box colours, and arrow symbols retain the
same role as in Figure 3. Additionally, the F labelled
arrows represent the usage of fire modules, instead of
standard slimmable convolution layers.
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background. We utilise a weighted cross entropy loss func-
tion to train the network. Weeds and lettuce classes have
a weight of 0.45 each, while the background is set to 0.1.
Increasing the weight of the background class results in ev-
erything being inferred as the background. We train our
networks on 168 images, and utilise 48 different images to
evaluate the network performance. Images are resized to
128x128 pixels. Each network is being trained for 1000 epoch,
at a starting learning rate of 0.0001 that exponentially de-
creases with a gamma value of 0.99.

4 UAV SYSTEM
For the purpose of the AgriAdapt experiment we built a
custom UAV system, namely a hexa-rotor with a maximum
take-off weight up to 6 kg (depicted in Figure 5. It is equipped
with a Plug & Play System, which allows the pilot to switch
between different payloads. Real-time mission management
is possible as well as the Autonomous Waypoint navigation
thanks to Pixhawk PX4 flight controller, which integrates
Inertial Measurement Unit (accelerometers and gyros) and
Global Positioning System (GPS) receiver. The UAV has been
configured to carry Nvidia Jetson Nano, including an inde-
pendent battery power supply, and radio transceiver module
for remote communication with the ground control machine.

The Jetson Nano is also connected to the PX4 flight con-
troller, using a serial UART protocol to access the telemetry
information. The payload consists of an autofocus camera
from Arducamwith Sony IMX519 sensor and 16MP of spatial
resolution. In order to ensure the maximum quality of the
acquisition, the camera is stabilized through a 2-axis gimbal
with brushless motors.

The system is characterized by a maximum flight time
of up to 20 minutes. The Italian Civil Aviation Authority
(ENAC) has given the Certification of Design attesting the
compliance to Italian and European (EASA) laws.

Figure 5: The UAV system designed for the AgriAdapt
experiment equipped with an ArduCam camera and
an NVIDIA Jetson Nano Board.

5 EVALUATION
5.1 Dataset
We validate our approach on a preliminary weed detection
dataset composed of hundreds of raw UAV images [17]. This
dataset was acquired using consumer segment unmanned
aerial vehicles, over a test fields cultivated with various
species.

As first, the dataset has been labeled in YOLO v7 PyTorch
format distinguishing between plants and weeds present in
the field. Auto-orientation of pixel data (with EXIF-orientation
stripping) and resizing to 640x640 (using stretching) were
the only pre-processing techniques applied to each of the
images in the dataset.
We split the dataset into 70% training, 20% validation

and 10% test images and train the Slimmable U-Net and
Slimmable Squeeze U-Net architectures for the four slimmable
widths described in Section 3 to perform weed detection and
classification on this dataset.
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5.2 Weed detection performance
For measuring the quantitative performance of the proposed
network, we assessed two well-established segmentation
metrics: Intersection over Union (IoU) and Precision (P). In-
tersection over Union measures the overlap of each predic-
tion with the ground truth, while Precision quantifies the
ability of the model to locate the relevant objects, given as the
fraction of the true positive predictions from all predictions.

The mathematical expressions for these metrics are given
below in Equations 2 and 1:

𝐼𝑜𝑈 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑁 + 𝐹𝑃
(1)

𝑃 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
(2)

where TP are the true positives (all correct predictions of the
actual classes), FP the false positives (all negative samples
incorrectly identified as positive ones), and FN the false-
negatives (all positive samples that were incorrectly classi-
fied).

SNN width SU-Net SSU-Net
25% 50.4% 0%
50% 53.3% 39.9%
75% 54.6% 42.8%
100% 54.7% 43.5%

Table 1: Intersection over Union (IoU) for both
Slimmable U-Net (SU-Net) and Slimmable Squeeze U-
Net (SSU-Net) for the weed detection task.

In terms of the IoU metric, the results (Table 1) show
graceful performance degradation for the top three network
widths as the network becomes more slim: a 1.4% reduction
between 100% width and 50% width for the full-scale U-Net
and a slightly larger decrease in performance of 3.6% among
the same widths for the Squeeze U-Net, with the full-scale
version outperforming its more compact counterpart overall.
The smallest width (25%) shows a more significant decrease
in performance for the U-Net (a 4.3% reduction), and is com-
pletely unusable in the case of the squeeze U-Net. This can
be explained by the already compressed architecture of this
model, which consequently might not support slimming to
such drastically reduced width.

With regard to the precision, the results depicted in Table 2
demonstrate more graceful performance degradation in case
of the full-scale U-Net (less than 1% among the top three
widths) compared to its squeezed counterpart (4.3%). The
25% width version of the Squeeze U-Net is unusable, but
what is striking is that for the other top three widths this
network outperforms the full-scale U-Net. This could be due

SNN width SU-Net SSU-Net
25% 66.32% 0%
50% 68.98% 70.42%
75% 69.38% 73.33%
100% 69.80% 74.77%

Table 2: Precision metric score for both Slimmable U-
Net (SU-Net) and Slimmable Squeeze U-Net (SSU-Net)
for the weed detection task.

to the Squeeze U-Net being more accurate in the overall
predictions, thus exhibiting a higher precision, but less likely
to classify pixels as weeds, thus exhibiting a lower IoU.

5.3 Time and energy consumption
We perform time and energy measurements on a NVIDIA
Jetson Nano 4GB [5] board running Ubuntu 20.04.6 LTS. We
run NN models using Python 3.8.10 [26] and PyTorch [19]
1.12.0., and measure the power consumption using a Mon-
soon power monitor tool [13], a commonly used tool for
power measurements in embedded computing [23]. The re-
sults of these experiments are presented in Figure 6. At the
same time, we benchmarked the average inference duration
for one sample image for both networks and show the results
in Figure 7.

Figure 6: Average energy consumed for processing one
image using the two Slimmable U-Nets on the NVIDIA
Jetson Nano board.

The measurements show a consistent linear decrease in
both the energy consumption and the inference time for
both network architectures as the slimming moves towards
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Figure 7: Average inference time for processing one
image using the two Slimmable U-Nets on the NVIDIA
Jetson Nano board.

smaller widths. Taking the 50% width, which is the small-
est usable width for both networks, as a reference, we ob-
serve that the slimming brings energy savings of 2.4× for
the Slimmable U-Net and 3.9× for the Slimmable Squeeze
U-Net, compared to the 100% width network in both cases.
The timing measurements follow a similar pattern, with

the 50% width networks being 2.3× faster (U-Net) and 2.7×
faster (Squeeze U-Net) than their full-width versions.

6 CONCLUSION AND FUTUREWORK
In this paper we present the design, implementation, and pre-
liminary evaluation of AgriAdapt – a solution for lightweight
on-UAV weed detection that is based on a novel slimmable
U-Net neural architecture for weed detection. Our solution
enables dynamic adjustment of the number of parameters
used for NN computation, while providing a graceful degra-
dation of inference performance.
The initial results show that through network slimming,

AgriAdapt enables energy savings of up to 2.4× compared
to using a non-slimmed U-Net and up to 3.9× in case of the
Squeeze U-Net, with negligible performance drop – roughly
1% drop in precision for U-Net and 4% for Squeeze U-Net,
while for IoU the reduction is similar in both cases.

The encouraging results from the preliminary evaluation
described in this paper, presents a basis for our future efforts
that will be focused on the exploration of contextual factors,
such as image properties, outside brightness, location, and
others, that are potentially impacting the difficulty of the
weed detection task. More specifically, we aim to devise a

context-based adaptation algorithm that will at each infer-
ence point select a NN width that maximizes the inference
performance, while minimizing resource usage.
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